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Abstract—The research community has recently witnessed the emergence of densely deployed Wireless Sensor Networks (WSNs) consisting of a large number of battery-operated sensor nodes. As a candidate for monitoring remote faulty regions, WSNs may suffer from hardware and software faults which may cause misbehavior of a portion of sensor nodes. Geographic routing algorithms aim at traversing data packets in such environments with admissible communication complexity. In this paper, we propose a novel region routing algorithm that addresses message loss tolerability in harsh and hostile environments by assigning higher weights to higher harsh regions and then we present a suboptimal routing in dense WSNs. Finally, we present extensive simulation experiments to validate the accuracy of the proposed algorithm.


I. INTRODUCTION

Wireless sensor networks with high capabilities of interaction among sensor nodes have expedited the methods of getting knowledge and controlling the environment. Within the last decade, several studies have explored the utilization of sensor networks in many aspects of human life, such as habitat monitoring, pervasive computing, security and tracking [1]. Geographic routing protocols [2][3][4] are very attractive choices for routing in wireless sensor networks. In contrast with the other analogous methods [5][6], geographic based routing protocols conserve energy and bandwidth. Further, in such protocols nodes’ storage overhead is low. A Plethora of localization systems such as GPS (Global Positioning System), infrastructure-based localization systems [7], and ad-hoc localization systems [8] have been proposed in the literature to obtain the location information.

Most of geographic routing schemes are lying on nodes sending packets to a neighbor that is closer to the destination. Such a greedy forwarding mechanism repeated until packets reach the destination. In [3], authors proposed Greedy perimeter stateless routing (GPSR) protocol, which makes greedy forwarding decisions. In this protocol when a packet is stuck at a node where routing is impossible, the algorithm recovers by routing around the perimeter of the region. Face (perimeter) routing is a common solution when greedy routing fails due to obstacles or dead-ends [4][9]. These algorithms require the communication graph to be planar. In planarization algorithms each node excludes an edge to a neighbor from the planar graph if there is another path through a different neighbor called witness. As an example of methods without planarization, GDSTR [10] is a geographic routing algorithm which has proposed a spanning tree structure called hull tree and suggested an associated convex hull to keep the location of descendant nodes. GDSTR routes packets on the hull tree when greedy forwarding is not possible.

It has been investigated that forwarding methods may suffer from unpredictable conditions as a natural result of node malfunctioning or temporal unavailability of nodes while the nodes in the network are connected [1]. Assuming that all nodes likely suffer from random node failure caused by battery depletion, internal hardware or software faults with equal probability, the whole nodes in a particular geographic region may experience high loss rate conditions. This is mostly caused by harsh environment such as fire, bomb explosion, typical security attacks, e.g. Denial of Service and so on. The region in which such situations occur are usually referred as high loss region.

Distributed fault-tolerant event region detection is studied by Krishnamachari et al [11], which uses a Bayesian approach to distinguish single node faults from area faults. Luo et al [12] Suggests a majority voting process between nodes to decide about fault event happening. In our previous study [13], we extended the majority voting scheme, wherein each sensor propagates its assigned confidence value of fault event occurrence to its neighbors. Then, in contrast with binary voting in [12], a weighted averaging process has been done at nodes claiming fault event.

All of the above studies have considered only routing without capturing the harsh environment circumstances and only a few ones have investigated the characteristics of harsh environments. To the best of our knowledge, this is the first work that considers both harsh environment features and routing constraints in such environments and tackles this problem by proposing a reliable routing algorithm. The proposed algorithm aims at reducing overall energy consumption of the network by performing perceptive forwarding decisions so as to minimize the total number of transmitted packets performs through the network.

The rest of the paper is organized as follows. In Section II, we provide some preliminaries for high loss region detection and define the problem of weighted region routing in wireless sensor networks. In Section III, we present our routing algorithm with complexity analysis. In Section IV, we present
our simulation results which confirm our theoretical analysis. Finally, Section V ends with concluding remarks.

II. PRELIMINARIES AND PROBLEM DEFINITION

We assume a dense sensor network which is deployed in a physical field. Each sensor is equipped with sensing, processing and communication components. Moreover, sensor nodes communicate one another in a uniform topology all over the network. Also, caused by a variety of reasons, some parts of the network may encounter with the fault. Fig. 1 shows a high loss rate region which is detected as a fault event. In this figure, gray nodes are out of the loss region whereas black ones and light ones are lossy nodes and boundary nodes, respectively.

Boundary nodes are responsible for maintaining topological changes in the loss region and thereby they must know each others location. Other nodes only need to know their direct neighbors location to make greedy forwarding decisions. We want to route packets somewhere out of the high loss region (say A in Fig. 1) to the other place in the network (say B).

We model the loss region as a weighted region where each packet is sent hop by hop with a definite probability to send packets occasionally within the weighted region rather than rotating traversing all border nodes (as an alternative for face routing). Thus, we calculate a consensus-based weight for a high loss region and solve the problem theoretically to find the shortest path in a weighted region. Let $p$ be the average massage loss probability in the faulty region obtained via a consensus-based voting. We simply define the weight of the region as following

$$w = \frac{1}{1 - p}; \quad p < 1$$  \hspace{1cm} (1)

The problem of finding the shortest path through a weighted region is still an open problem [14]. Considering non-convex polygon, either probable exact or approximate algorithms to find the shortest path in such polygons would have exponential complexity, making them inappropriate for resource limited WSNs. Therefore, we model the weighted region as a convex polygon. The minimal convex set which is the intersection of all convex sets containing all points of a set $S$ is referred to as a convex hull [15].

As a local forwarding strategy, in our algorithm, each boundary node upon receipt of a packet whose destination is exterior of the weighted region, decides whether to route the packet through the loss region. We refer to this node as forwarding node. The parts of the hull which can forward packets to the destination in a direct path out of the weighted region are called visibility chain for destination. Also, two boundary nodes which intersect the tangent line of the destination are called top tangent and down tangent nodes. For the sake of clarity, these issues are depicted in the Fig. 2.

Lemma 1: Each shortest path entirely within the weighted region crosses only two points on the hull.

Due to space limit we omit the proofs. For a detailed discussion, we refer the interested reader to [20]. As a result of Lemma 1, for the routes entirely through the weighted region, forwarding node assumes only the nodes on the visibility chain. However, there are other possible shortest paths which consist of routes through the weighted region combined with paths via the perimeter of the area. We call the latter routing strategy mixed type. Now, we formulate these two kinds of routes as follows:

For the first type, initially the polygon must be triangulated with forwarding node as a common vertex. Each individual edge on the visibility chain is viewed as a side of triangle (consisting of forwarding node and two adjacent boundary nodes on the visibility chain). Then, in each triangle the problem of finding the shortest path must be solved.

The problem of finding the shortest path through a triangle is depicted in the Fig. 3. The main constraint in this problem is the weight $w$. Every route inside the triangle $\Delta xyz$ has weight $w > 1$, whereas paths outside the triangle have the weight $w = 1$. The goal is to find point $t$ which minimizes the cost
Form Fig. 5 it is clear that the goal is to determine point $t$. As with above, we can equivalently determine the angle $\theta$. The mixed-type route comprises of many smaller segments, introduced as $h_1$, $h_2$, and $h_s$, etc.

Regarding Fig. 5, through trigonometric manipulations, $h_1$ and $h_2$ are given by

$$h_1(\theta) = \frac{l \sin \gamma}{\sin(\theta + \gamma)} \quad \text{(7)}$$

$$h_2(\theta) = \frac{h_1(\theta) \sin \theta}{\sin \gamma} \quad \text{(8)}$$

As with the weighted distance, we elaborate on finding the shortest mixed-type route by considering it as the solution to the following minimization problem

$$\min_{\theta} w h_1(\theta) + h_2(\theta) + \sum_{s \in NVC} h_s + h_d \quad \text{(9)}$$

subject to:

$$0 < \theta < \phi \quad \text{(10)}$$

where the lower bound in constraint (10) is established so as to convexify the cost function of (9), and is determined by setting the second derivative of its cost function greater than zero. Due to space limit, we omit the detailed analysis and refer the interested reader to [20].

In the cost function of problem (11), term $\sum_{s \in NVC} h_s$ are the edges of the hull from forwarding node to the top/down tangent. Besides, term $h_d$ is the line segment between top/down tangent and the destination node. Both of the aforementioned terms are independent from $\theta$ and consequently would be omitted from the optimization process.

Both problem (5) and (9) has convex cost functions with linear constraints, hence they admit a unique minimal point which can be achieved using either iterative methods, such as Gradient Projection, Newton’s Method, etc. or possibly existing closed form solutions [21]. Since the two aforementioned minimization problems associated with each node are independent from other nodes, the corresponding minimal points would be achieved quite fast, using only per node computations, and there is no need for any coordination amongst other nodes. However, in some scenarios with restricted resources, additional constraints might exist which necessitate balancing the communication load of the nodes on the mixed-type route. Such a case is beyond the scope of this paper and we will pursue it as a future direction.

III. ALGORITHMS

To detect fault regions and boundary nodes we have applied contour tracking algorithm [16]. Also for convex hull algorithm, the most popular algorithms are the Graham scan algorithm [17] and the divide-and-conquer algorithm [18]. Although construction of convex hull and finding visibility chain are two independent jobs, owing to decreasing computational overhead we combine these two actions. We use Lemma 2 to construct convex hull of boundary nodes.
Lemma 2: Top tangent and down tangent points are two vertices of the convex hull.

In our scheme, after boundary region changes, contour network stabilizes then during the first routing through the weighted region, two tangent points are discovered and then convex hull will be constructed. For the convex hull construction algorithm which is based on Andrew’s “Monotone Chain” algorithm [19] refer to [20]. When convex hull of border nodes constructed, it will be unchangeably used as an approximation of high loss environment until next contour network changes.

Algorithm 1. Pseudo Code for Selecting Minimum Cost Path

Initialization
Input: forwarding node a, destination node d.
Let W be the ordered array of nodes on the hull.
Let MinPoint be the point with the minimum cost.
If (visibility chain of destination d is not known) {  
    Get the points with min or max angle between given destination d and positive direction of x-axis  
    $h_{Top} = \text{index of } W \text{ with min angle.}$  
    $h_{Down} = \text{index of } W \text{ with max angle.}$  
    $VC = \text{the indexes of } W \text{ between } h_{Top} \text{ and } h_{Down}$  
    which make visibility chain  
    $NVC = W - VC$ }  
For $i = 0$ to length of $VC$ (from $h_{Top}$ to $h_{Down}$) {  
    //cost of the route through the triangle (in (7))  
    Point $t = \text{ComputeType1MinCost}(a, VC[i], VC[i+1], d)$  
    If cost of the path to $t$ is less than min cost  
    \text{MinPoint} = t  
}  
For $j = 0$ to length of $NVC$ {  
    //cost of the mixed type route (in (11))  
    Point $k = \text{ComputeMixedTypeMinCost}(a, NVC[j], NVC[j+1], d)$  
    If cost of the path to $k$ is less than min cost  
    \text{MinPoint} = k  
}  
Output: MinPoint

Each forwarding node selects minimum cost path between the local shortest path through the weighted region and mixed type paths. For this objective it executes the pseudo-code shown in the Table I. In our routing algorithm, when a forwarding node finds shortest path through the weighted region, each node forward packets to the closer neighbor to the predefined shortest path Hop by Hop in a greedy manner.

IV. EXPERIMENTAL RESULTS

In this section we conduct experiments to evaluate our routing algorithm. The experiments are implemented in MATLAB and C++ programming language.

A. Network Setup

We consider the network as a square of side length 50 units where the nodes are deployed using 2-D Poisson process. Each node has transmission radius of 3 units. Base station is located in the center of the network and fault pattern is exerted randomly within the arbitrary shape as inputs similarly to the approach in [16]. The source node is the sink whereas destination node is some where out of the loss region. We use this network setup to run the experiments.

B. Convexity of Cost Function

In the first experiment, we have investigated the issue of convexity of the cost functions. For this purpose we must make sure that the second derivative of its cost function is greater than zero. Fig. 6,7 depict the curve of the second derivatives of the optimization problem of formula (5). The results show that for different values of weight $w$, $d_1$ and $d_2$ when the independent variables of the problem, i.e. $\alpha$ falls within $(−\frac{\pi}{2}, \frac{\pi}{2})$, then the cost function is convex. Similarly, for the second problem (9) with the same initial conditions, the marginal bounds for $\theta$ is $[0, \frac{\pi}{2}]$ (see Fig.8 and Fig.9).

C. Message Count

As the second experiment, we have compared our method with loss unaware greedy routing and GPSR [3]. The comparison is done based on the number of sent messages via
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these three routing algorithms through the paths between sink and the destination node. We have considered message retransmission whenever message loss occurs in the network. The probability of message loss out of the high loss region is considered moderate (around 5%) whereas the message loss probability in the high loss region increases from 10 to 90 percent. The results are depicted in Fig. 10. We can see that the suggested method outperforms the Greedy forwarding and GPSR in terms of the number of transmitted messages.

The comparison of performance in these three routing algorithms is depicted in Fig. 11. The figure reveals that the number of total transmitted messages in the proposed algorithm in short distance and long distance conditions (e.g., when the source and destination are 10 and 40 hops away) are about 26% and 32% respectively, lower than results previously reported in companion algorithm in [3]. Also at the similar conditions it performs nearly 35% and 52% better than [5]. One factor leading to this observation is the better ability of the proposed algorithm in deciding between to route through the loss region in low loss situations and then route around the perimeter when the loss probability is excessively high.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a weighted region routing algorithm as a new routing algorithm for lossy wireless sensor networks which is superior to DSR and GPSR algorithms. In this algorithm, the high loss environment is treated as a weighted region and minimal most paths are found toward the destination through the weighted region. Moreover, boundary nodes decide forwarding strategy. As a future direction, we would like to modify the algorithm so that the traffic load on each lossy nodes to be taken into accounts. Comparing the performance of the algorithm with existing fault tolerant routing algorithms is the other future line of this study.
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